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A B S T R A C T

The current study investigated the impact of the Weather Research and Forecasting (WRF) (a) surface layer (SL),
(b) land surface and (c) planetary boundary layer (PBL) physics on the short-term simulation of the meteor-
ological and human thermal comfort conditions during 15 heat waves identified between 2004 and 2013 in the
southeast Mediterranean and Balkan Peninsula. Four widely used PBL-SL schemes (YSU-MM5, MYJ-Eta, ACM2-
Revised MM5, YSU-Revised MM5) and land surface models (LSMs; Noah, Noah-MP, CLM4, RUC) were tested.
Comparisons with ground-based observations in 60 measuring sites showed that the WRF model is characterized
by a cold bias leading to the underestimation of the extreme heat stress conditions over the entire study region.
The MYJ-Eta experiment simulated greater sensible heat fluxes compared to the other PBL-SL scenarios due to
the high surface heat exchange coefficient provided by the Eta SL scheme. This contributed to the high MYJ-Eta-
modeled daytime 2-m air temperature (T2) and physiologically equivalent temperature (PET) values that were
close to the observations. The ACM2 PBL algorithm produced significantly higher PBL heights compared to rest
of the tested PBL parameterizations reflecting the strong vertical mixing generated in this scheme. This con-
tributed to the most accurate ACM2-Revised MM5-modeled T2 and PET results in overall. The use of the RUC
LSM strengthened significantly the modeled sensible heat fluxes contributing directly to the satisfactory re-
plication of the observed T2 and PET values. However, the RUC-induced enhanced sensible heating relative to
the latent heating is may related to a possible underestimation of the soil moisture, as indicated by the notable
dry biases during the RUC experiment. Thus, the most accurate T2 and PET results provided by the RUC model
may arise from the wrong reason.

1. Introduction

Heat waves (HWs) affect severely the natural and human environ-
ment. Their most critical impact is the deterioration of the human
thermal comfort conditions, which can lead to a significant increase in
morbidity and mortality. For instance, during the June 2007 HW epi-
sode over the National Health's Operational Center (NHOC) of Greece
reported over 140 emergency department visits for heat exhaustion and
heatstroke, as well as six deaths due to excessive heat exposure in the
Attica region (Athens; Theoharatos et al., 2010). Future projections of
HWs show that the intensity, frequency and duration of such extreme
hot weather events will increase in the twenty-first century (Beniston,
2004; Meehl and Tebaldi, 2004), especially in the SE Europe (Founda
and Giannakopoulos, 2009; Nastos and Kapsomenakis, 2015). Under
these future climate conditions, numerical weather prediction (NWP)
models can serve as a valuable tool in developing short-term HW

forecasting systems that can be used operationally considering human-
biometeorological factors to assist the public health protection services
(Giannaros et al., 2018a; Giannaros et al., 2015; Matzarakis and Nastos,
2011; Ramamurthy et al., 2017).

In this direction, a variety of studies implemented with the use of
the mesoscale meteorological Weather Research and Forecasting (WRF)
model highlighted the substantial role that land surface processes play
in the causation and evolution of extreme hot weather conditions (Akta,
2011; Chiriaco et al., 2014; Dasari et al., 2014; Stéfanon et al., 2014;
Vautard et al., 2013; Zeng et al., 2014). These physical mechanisms are
parametrized in the WRF modeling system by the land surface models
(LSMs). Zeng et al. (2011, 2015) and Ma et al. (2017) and Attada et al.
(2018) demonstrated the significant LSM-induced differences in short-
and medium-range WRF simulations of HWs. These differences are as-
sociated with the initialization of the surface parameters and the re-
presentation of the surface sensible heating in the LSMs. Also, they are
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strongly related to the meteorological and climate characteristics of
each simulated domain. For this, more research is necessary over dif-
ferent geographical regions. Beyond the land surface processes, the
planetary boundary layer (PBL) dynamics significantly affect the high-
temperature weather episodes (Miralles et al., 2014) while the surface-
layer (SL) parameterizations, which in some cases are tied to the choice
of the PBL scheme, provide the interconnection between the LSM and
the first atmospheric model level (Shaffer et al., 2015). Thus, the re-
production of HWs is also dependsed on the ability of the PBL-SL
schemes to attain the linkage between the surface and the boundary
layer and predict the PBL processes adequately (Sathyanadh et al.,
2017). Many researchers have investigated the performance of various
PBL-SL schemes in the WRF model over several regions and during
numerous atmospheric conditions (Banks et al., 2016; Cohen et al.,
2015; García-Díez et al., 2013; Hu et al., 2010; Shin and Hong, 2011;
Xie et al., 2012; Zhang et al., 2013). However, studies focused on ex-
treme hot weather conditions are relatively rare (Kotroni et al., 2011;
Sathyanadh et al., 2017).

The principal objective of the present study is to investigate the
impact of various WRF (a) surface layer, (b) land surface, and (c) pla-
netary boundary layer parameterizations on the short-term simulation
of HW events over the SE Mediterranean and BP. Four different PBL-SL
physics (YSU-MM5, MYJ-Eta, ACM2-Revised MM5, YSU-Revised MM5)
and LSM options (Noah, Noah-MP, CLM4, RUC) were tested during 15
HWs (57 HW days) identified between 2004 and 2013. Observational
data for the same period were used to evaluate the model performance
under the various sensitivity experiments, focusing on near-surface at-
mospheric variables and particularly on the 2-m air temperature.
Additionally, a thermal bioclimate index, i.e., the physiologically
equivalent temperature (PET), was computed through the application
of the RayMan model (Matzarakis et al., 2007, 2010) to examine the
capability of the WRF model under the examined physics to replicate
the observed human thermal comfort conditions. The factors con-
tributing to the modeled differences were thoroughly investigated for a
severe case study event (June 2007).

2. Methodology

2.1. Identification of HW events

In the present study, a temperature criterion based on the IPCC's
definition of extreme temperature index, TX90p (Hartmann et al.,

2013), was applied for the identification of the examined heat waves.
According to this index, a HW day is determined when the daily max-
imum temperature exceeds the 90th percentile of a late-20th century
reference period (1961–1990). Thus, HW days were identified by ap-
plying the TX90p indicator to the air temperature data of three ground-
based weather stations over Greece: (a) Helliniko (Athens), (b) Larissa,
and (c) Thessaloniki. When at least three consecutive HW days were
found at the same time over all the stations mentioned above, then a
HW episode was defined – except from two events (July 2010 and July
2013) that defined as 2-day HWs due to the lack of identifying a third
continual HW day in these episodes. In total, 15 HW events (57 HW
days) were identified between 2004 and 2013 (see supplementary
material Table S1). It is worth mentioning that even though the iden-
tification criterion was applied only over Greece, the selected HW
episodes affected the whole southeast Mediterranean and Balkan Pe-
ninsula. This is illustrated in the 0.5°x0.5° climate forecast system (CFS)
reanalysis upper-level maps (850 hPa geopotential height and tem-
perature) for the 24–27 June 2007 HW event (see supplementary ma-
terial Figs. S1a, c and S2a, c), which is a characteristic case concerning
the synoptic conditions and the geographical coverage (more details are
presented in the Sec. 3.3).

2.2. Meteorological data sources

For the evaluation process, ground-based observational data re-
ported at World Meteorological Organization (WMO) stations were
retrieved from five monitoring networks operated by the (i) Hellenic
National Meteorological Service (HNMS), (ii) Hydrometeorological
Service of the former Yugoslav Republic of Macedonia (FYROM; HSF),
(iii) National Institute of Meteorology and Hydrology in Bulgaria
(NIMH), (iv) Turkish State Meteorological Service (TSMS), and (v)
Meteorological Service of Italy (MSI). Based on the data availability, 60
measuring sites were selected in the study region, which is divided into
three sub-regions based on the orography (Gilliam et al., 2006): (a)
coastal (altitude>25m), (b) inland (25m < altitude<350m), and
(c) mountain (altitude>350m). The key featres of the weather sta-
tions are summarized in Table S2 (see supplementary material), while
Fig. 1b illustrates the locations of each measuring site.

Fig. 1. (a) Configuration of the two 2-way nested WRF modeling domains. (b) Topography of the SE Mediterranean and Balkans Peninsula with identification of the
locations of the ground-based WMO weather stations.
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2.3. Implemented models

2.3.1. WRF modeling system
The meteorological model employed in the present study is the WRF

model, version 3.5.1 (Skamarock et al., 2008). The numerical simula-
tions were performed over two 2-way nested modeling domains
(Fig. 1a). The coarse domain (d01) covers most of Europe and North
Africa with a spatial resolution of 18 km (mesh size of 320×220) to
capture the HWs synoptic-scale conditions. The innermost domain
(d02) focuses on the study area of the SE Mediterranean and BP with a
horizontal grid resolution of 6 km (mesh size of 250× 190). Each do-
main has the same vertical structure that includes 28 unevenly spaced
full sigma layers from the lowest layer (~ 15m above ground level) to
the model top that defined at 100 hPa. The WRF simulations were
driven by initial and boundary conditions based on the operational
surface and upper-level atmospheric analysis data of the European
Center for Medium-range Weather Forecasts (ECMWF), which provided
at 0.25°x0.25° spatial and 6 h temporal resolution (Trenberth, 1992).
The land use/land cover (LULC) for both domains was represented
using the modified MODIS/IGBP (moderate resolution imaging spec-
troradiometer/international geosphere-biosphere project) global da-
taset in 30-arc-sec spatial resolution. One 84-h numerical simulation
was implemented for each 2- and 3-day HW event, while two 84-h si-
mulations were performed in the case of 4- and 5-day HWs. All simu-
lations were initialized at 1200 UTC and provided output every hour.
The first 12 h of each simulation were treated as spin-up period, while
the remaining hours that corresponded to the observed HW days were
used for evaluating the performance of the model.

The model physics used in all domains and during all simulations
include the WRF single-moment six-class scheme for parametrizing the
microphysics processes (Hong and Lim, 2006), the Dudhia shortwave
(SW) scheme (Dudhia, 1989) and the Eta geophysical fluid dynamics
laboratory (GFDL) longwave (LW) parameterization (Schwarzkopf and
Fels, 1991) to represent the SW and LW radiation processes, respec-
tively, and the Kain-Fritch scheme (Kain, 2004) for the convective
parameterization. For the planetary boundary layer, surface layer and
land surface processes, a series of seven numerical experiments were
carried out by changing the PBL-SL and LSM options. An analytical
description of the experimental design and the physics parameteriza-
tions tested is presented in Sec. 2.4.1.

2.3.2. RayMan model
RayMan is a numerical model that simulates short- and long-wave

radiation fluxes absorbed by the human body in simple and complex
environments. The model requires only primary meteorological vari-
ables (e.g., 2-m air temperature) for the simulation of these fluxes,
which in turn enable the calculation of the mean radiant temperature
(Tmrt) that parameterize the heat impact of the fluxes on the human
energy balance. Tmrt is then used in the computation of human thermal
comfort indices, such as the physiologically equivalent temperature
(PET; Matzarakis et al., 2007, 2010). PET was introduced by Mayer and
Höppe (1987) and its calculation is based on the human energy balance

model MEMI (Munich energy-balance model for individuals; Höppe,
1984). It is a universal index that used for assessing the thermal con-
ditions of the human body (Höppe, 1999) and has been widely applied
in several past human-biometeorological studies (Amengual et al.,
2014; Daneshvar et al., 2013; Giannaros et al., 2015; Giannaros et al.,
2018b; Matzarakis and Endler, 2010; Muthers et al., 2010). Table S3
(see supplementary material) shows the matching between the PET
values and the nine levels of human thermal stress (Matzarakis and
Mayer, 1996). In the present work, the RayMan model was driven by
the ground-based observations and WRF-simulated data to calculate the
PET at the locations of the weather stations during the examined HW
episodes over SE Mediterranean and BP. The meteorological data used
include the air temperature, wind speed, vapor pressure and cloud
cover.

2.4. Experimental design and evaluation methodology

2.4.1. Sensitivity experiments
Table 1 summarizes the seven numerical experiments performed in

the present study. The YSU-MM5, MYJ-Eta, ACM2-Revised MM5 and
YSU-Revised MM5 scenarios refer to the sensitivity analysis of the si-
mulated HWs to the PBL-SL physics. The Yonsei University (YSU) PBL
scheme (Hong et al., 2006) is classified as a first-order non-local closure
model based on a parabolic K-profile for the convective boundary layer
and with an explicit treatment of the entrainment at the top of the PBL.
The YSU algorithm uses non-local eddy diffusivity coefficients to cal-
culate the turbulent fluxes, while the PBL height is determined using
the Richardson bulk number (Rib) method beginning from the surface.
The Mellor-Yamada-Janjić (MYJ) PBL parameterization (Janjić, 1994)
is a local closure scheme that computes eddy diffusion coefficients from
an additional (1.5-order) prognostic equation for the turbulent kinetic
energy (TKE). The local vertical mixing is applied from the lowest to the
highest vertical model level for both day and night boundary layer
conditions and the PBL height is estimated at the level where the TKE
decreases below a critical value. The Asymmetrical Convective Model,
version 2 (ACM2) PBL option (Pleim, 2007a, 2007b) is a first-order
closure scheme that combines local downward mixing (eddy diffusion)
and non-local upward transport (large scale convection). This con-
solidation is weighted with a parameter depending on the stability with
the non-local approach switching off during stable or neutral condi-
tions. The PBL height is calculated using a critical value for the com-
puted above the level of neutral buoyancy Rib. Concerning the surface-
layer parameterizations, both MM5 and Eta scheme are based on the
Monin-Obukhov similarity theory (MOST; Monin and Obukhov, 1954).
In the MM5 algorithm, the surface exchange coefficients for heat,
moisture, and momentum are calculated based on the empirical stabi-
lity functions of Paulson (1970), Dyer and Hicks (1970), and Webb
(1970). Four stability regimes are considered based on Zhang and
Anthes (1982) and a convective velocity following Beljaars (1995) is
utilized to strengthen the surface heat and moisture fluxes, while no
thermal roughness length parameterization is included. Jiménez et al.
(2012) introduced a revised version (Revised-MM5) of this scheme that

Table 1
Summary of the sensitivity experiments.

PBL scheme Surface layer scheme Land surface model

Experiment YSU MYJ ACM2 MM5 Revised MM5 Eta Noah Noah -MP CLM4 RUC

YSU-MM5 (Noah) X X X
MYJ-Eta X X X
ACM2-Revised MM5 X X X
YSU-Revised MM5 X X X
Noah- MP X X X
CLM4 X X X
RUC X X X
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leads to a more consistent surface-layer formulation for various atmo-
spheric stability conditions. The Revised-MM5 formulation utilizes
more sufficient similarity functions to replicate the surface-layer during
strong stable conditions (Dimitrova et al., 2014). The Eta SL scheme
employs an iterative method to compute the surface fluxes and includes
parameterizations of a viscous sub-layer (Zilitinkevich, 1995; Janjić,
1994). Moreover, the Beljaars (1995) correction is used for avoiding
singularities in the case of an unstable surface-layer and vanishing wind
speed.

The Noah, Noah-MP, CLM4 and RUC experiments refer to the sen-
sitivity analysis of the modeled HW episodes to the land surface para-
meterizations. The Noah LSM (Tewari et al., 2004; Chen and Dudhia,
2001) predicts the temperature and moisture contents in four soil layers
by applying the force-restore method. The thickness of layers are: 10,
30, 60, and 100 cm from top to bottom, respectively. The model also
computes the skin temperature, canopy water content and energy flux
terms of the surface energy budget (SEB). It includes detailed descrip-
tions of the vegetation and hydrological processes, such as the evapo-
transpiration, soil drainage and run-off. The Noah-MP LSM (Niu et al.,
2011; Yang et al., 2011) is based on the Noah model and introduces
various augmentations in the initial model (e.g., a vegetation canopy
layer to calculate the canopy and ground surface temperatures sepa-
rately). It also uses a framework for multiple options to parameterize
the key land surface processes (e.g., dynamic vegetation option). In the
current study, the additional options for the Noah-MP LSM were set to
their default values. The Rapid Update Cycle (RUC) LSM (Benjamin
et al., 2004) incorporates evapotranspiration, soil moisture diffusion,
precipitation and run-off processes. It treats the vegetation processes
similarly as the Noah LSM and computes the soil moisture and tem-
perature at six layers of 0, 5, 20, 40, 160 and 300 cm thickness from top
to bottom, respectively. A special feature of the RUC model is that the
first layer (0 cm) includes half of the first atmospheric layer and half of
the first soil layer. The Community Land Model, version 4 (CLM4,
Lawrence et al., 2011) has a vertical structure of ten unevenly spaced
soil layers. It contains sophisticated treatment of biogeophysics, hy-
drology, biogeochemistry and dynamic vegetation. A limitation in the
coupling of the CLM4 LSM with the WRF model is that the WRF input
LULC data must be taken from the 30 arc-sec horizontal resolution US
geological survey (USGS) global dataset.

2.4.2. Evaluation methods
The evaluation of each sensitivity experiment focused on the: (a) 2-

m air temperature (T2, °C), (b) 10-m wind speed (WS10, m/s), (c) 2-m
vapor pressure (VP2, hPa), derived from the 2-m relative humidity (%)
and T2 values, and (d) PET (°C).The WRF-simulated data and near-
surface observations were paired in time and space using the “nearest
neighbor” technique. According to this approach, the model grid point
nearest to the location of the measuring site was selected for extracting
the WRF data. Using the model-observation hourly pairs for identified
HW days, key statistical measures were calculated including the mean
bias (MB), mean absolute error (MAE), and index of agreement (IOA;
Tables 2-5). The geographical dependence of the model performance
was investigated through the spatial distribution of the MB error for
each experiment (Figs. 2-7). A thermal bioclimate diagram showing the
occurrence frequency of PET classes was constructed for each experi-
ment by employing the observational and modeled data at total-net-
work scale (Figs. 8 and 11).The analysis of the daytime (1200 UTC) and
nighttime (0000 UTC) T2 and PET values is presented through time
series of of the variables during the 57 studied HW days (Figs. 9-10 and
12-13).

3. Results and discussion

3.1. Statistical evaluation

3.1.1. PBL-SL schemes
As can be seen in Table 2, all experiments exhibit a satisfactory

correlation (IOA=0.91 overall) between the modeled and observed 2-
m air temperature. The model is biased cold underestimating T2 in
terms of total MB (MAE) by 0.70 °C (2.27 °C) in the ACM2-Revised MM5
experiment to 1.06 °C (2.37 °C) in the MYJ-Eta scenario. The largest
cold bias produced by the MYJ-Eta experiment may be associated with
the weakened vertical mixing and entrainment in the MYJ PBL algo-
rithm caused by its inability to simulate large-scale eddies (García-Díez
et al., 2013). All scenarios produce higher errors as the altitude in-
creases from the coastal to mountain sites. Akylas et al. (2007) showed
that the forecast accuracy for temperature rises when higher horizontal
grid resolution is applied because of the more accurate replication of
the terrain elevation. Thus, the geographical dependence of the T2 er-
rors in the present study could be partly attributed to possible in-
adequate representation of the complex terrain in the high-altitude
regions due to the coarse spatial resolution.

The 10-m wind speed is overall slightly underpredicted in all sen-
sitivity scenarios, except in MYJ-Eta. The most significant total MAE
(1.71 m/s) is found for this experiment, while the ACM2-Revised MM5

Table 2
Aggregated model performance statistics for the PBL-SL experiments con-
cerning the T2, WS10, and VP2.

Geographical
sub-regions

YSU-MM5 MYJ –Eta ACM2-
Revised
MM5

YSU-
Revised
MM5

MB
T2 (°C) Total −0.98 −1.06 −0.70 −0.82

Coastal −0.27 −0.32 0.07 −0.09
Inland −1.24 −1.34 −0.96 −1.09
Mountain −1.30 −1.35 −1.05 −1.14

WS10 (m/s) Total −0.38 0.17 −0.11 −0.28
Coastal −0.42 0.16 −0.16 −0.31
Inland −0.59 −0.1 −0.34 −0.51
Mountain −0.01 0.59 0.29 0.09

VP2 (hPa) Total 0.04 0.52 −0.36 0.13
Coastal −3.41 −3.20 −3.95 −3.31
Inland −0.83 −0.38 −1.19 −0.72
Mountain 4.72 5.50 4.40 4.79

MAE
T2 (°C) Total 2.31 2.37 2.27 2.30

Coastal 2.02 2.14 2.04 2.04
Inland 2.36 2.39 2.29 2.33
Mountain 2.51 2.57 2.46 2.50

WS10 (m/s) Total 1.64 1.71 1.64 1.63
Coastal 1.58 1.56 1.54 1.55
Inland 1.67 1.68 1.65 1.66
Mountain 1.66 1.91 1.73 1.66

VP2 (hPa) Total 4.77 5.03 4.81 4.79
Coastal 4.82 4.71 5.12 4.80
Inland 4.04 4.26 4.09 4.05
Mountain 5.83 6.53 5.61 5.89

IOA
T2 (°C) Total 0.91 0.91 0.91 0.91

Coastal 0.91 0.91 0.91 0.91
Inland 0.90 0.90 0.90 0.90
Mountain 0.91 0.91 0.91 0.91

WS10 (m/s) Total 0.67 0.68 0.68 0.67
Coastal 0.68 0.70 0.69 0.67
Inland 0.68 0.71 0.69 0.67
Mountain 0.65 0.62 0.64 0.64

VP2(hPa) Total 0.64 0.60 0.64 0.64
Coastal 0.64 0.63 0.62 0.64
Inland 0.72 0.69 0.72 0.73
Mountain 0.53 0.49 0.55 0.53
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scenario produces the lowest deviations from the observations over the
coastal (MAE=1.54m/s) and inland (MAE=1.65m/s) regions
(Table 2). Positive biases are found in the mountain areas for all ex-
periments with the MYJ scheme exhibiting the highest MB (0.59m/s).

Hence, it is evident that the tendency of biases depends on the terrain
geomorphology, as also concluded by Santos-Alamillos et al. (2013).
The cause of the wind speed overestimation in the high-altitude loca-
tions may be associated with variations in the sub-grid surface rough-
ness inducing local wind patterns that are not simulated accurately
because of the low horizontal grid resolution (Avolio et al., 2017;
Sathyanadh et al., 2017).

The YSU PBL scheme yields overall the best scores for the 2-m vapor
pressure with the ACM2 PBL option close second. The high MAE values
for the VP2, ranging from 4.77 hPa (YSU-MM5) to 5.03 hPa (MYJ-Eta),
indicate that the model lacks ability in simulating the magnitude of this
variable (Table 2). Also, the relatively low VP2 IOA values suggest
model errors in phase. The largest total moist bias generated by the
MYJ-Eta scenario is in agreement with the highest cold bias also de-
livered by the same experiment indicating that the MYJ vertical mixing
is not sufficient to entrain drier and warmer air from above the PBL (Hu
et al., 2010). On the other hand, the local ACM2 PBL algorithm seems to
be characterized by stronger vertical mixing, as also reported in other
studies (Avolio et al., 2017; García-Díez et al., 2013; Hu et al., 2010),
that contributes to the drier and warmer near-surface atmosphere
modeled in the ACM2-Revised MM5 experiment. Concerning the geo-
graphical sub-regions, the model underestimates the VP2 over the
coastal and inland regions. The degree of the underestimation is higher
in the coastal sites, with MAE ranging from 4.71 hPa (MYJ-Eta) to
5.12 hPa (ACM2-Revised MM5). In contrast, significant overpredictions
reaching up to 6.53 hPa (MYJ-Eta) regarding MAE are found for the
VP2 over the mountain areas (Table 2). Moisture in the PBL originates
mainly from the evapotranspiration near the surface (García-Díez et al.,
2013; Hu et al., 2010). Thus, the moist biases in the high altitudes re-
gions may associated with a possible overestimation of the latent heat
fluxes in these sites in all PBL-SL scenarios.

Fig. 2 illustrates that all experiments tend to underestimate the 2-m
air temperature in most regions of the southeast Mediterranean and BP.
The largest underpredictions occur in the island part of Greece and west
inland of Turkey with mean biases as high as −4.5 °C. The use of the
Revised MM5 SL scheme reduces significantly the biases compared to
the other two SL physics over the majority of the examined sites in the
study area (Fig. 2c, d). This is because the T2 variability is not only
dependent on the parameterization of the PBL vertical turbulent fluxes,
but it is also highly affected by the surface-layer formulations (Shin and
Hong, 2011). In particular, the MB ranges from −4.14 °C to 1.61 °C
during the YSU-Revised MM5 scenario (Fig. 2d), and it takes values
between −4.11 °C and 1.73 °C in the ACM2-Revised MM5 experiment
(Fig. 2c).

The spatial distribution pattern of the 10-m wind speed MBs is quite
similar for all PBL-SL numerical experiments (Fig. 3). A relatively

Table 3
Aggregated model performance statistics for the LSM experiments concerning
the T2, WS10 and VP2.

Geographical sub-regions Noah Noah-MP CLM4 RUC

MB
T2 (°C) Total −0.98 −1.54 −1.24 −0.39

Coastal −0.27 −0.03 −0.54 −0.04
Inland −1.24 −1.78 −1.37 −0.58
Mountain −1.30 −1.78 −1.72 −0.44

WS10 (m/s) Total −0.38 −0.40 0.06 −0.29
Coastal −0.42 −0.44 0.00 −0.33
Inland −0.59 −0.64 −0.13 −0.54
Mountain −0.01 0.01 0.41 0.14

VP2 (hPa) Total 0.04 0.63 1.33 −1.02
Coastal −3.41 −2.76 −1.98 −4.80
Inland −0.83 −0.29 0.42 −1.86
Mountain 4.72 5.34 5.94 3.93

MAE
T2 (°C) Total 2.31 2.53 2.68 1.97

Coastal 2.02 2.23 2.32 1.89
Inland 2.36 2.56 2.57 1.96
Mountain 2.51 2.78 3.19 2.08

WS10 (m/s) Total 1.64 1.70 1.78 1.63
Coastal 1.58 1.61 1.63 1.57
Inland 1.67 1.71 1.81 1.60
Mountain 1.66 1.77 1.88 1.71

VP2 (hPa) Total 4.77 5.05 5.24 5.09
Coastal 4.82 4.78 4.66 5.65
Inland 4.04 4.42 4.54 4.36
Mountain 4.72 6.28 6.89 5.66

IOA
T2 (°C) Total 0.91 0.90 0.90 0.93

Coastal 0.91 0.90 0.90 0.93
Inland 0.90 0.89 0.90 0.93
Mountain 0.91 0.90 0.88 0.94

WS10 (m/s) Total 0.67 0.65 0.64 0.68
Coastal 0.68 0.66 0.66 0.69
Inland 0.68 0.66 0.65 0.69
Mountain 0.65 0.61 0.59 0.66

VP2(hPa) Total 0.64 0.61 0.61 0.62
Coastal 0.64 0.63 0.65 0.60
Inland 0.72 0.68 0.68 0.71
Mountain 0.53 0.51 0.48 0.51

Table 4
Aggregated model performance statistics for the PBL-SL experiments con-
cerning the PET.

Geographical
sub-regions

YSU-MM5 MYJ –Eta ACM2-
Revised
MM5

YSU-
Revised
MM5

MB
PET (°C) Total −1.22 −1.65 −1.09 −1.10

Coastal −0.56 −1.03 −0.40 −0.45
Inland −1.37 −1.77 −1.25 −1.25
Mountain −2.09 −2.54 −2.04 −1.99

MAE
PET (°C) Total 3.42 3.61 3.46 3.43

Coastal 3.26 3.45 3.32 3.28
Inland 3.27 3.44 3.31 3.26
Mountain 3.95 4.20 3.96 3.98

IOA
PET (°C) Total 0.94 0.94 0.94 0.94

Coastal 0.94 0.94 0.94 0.94
Inland 0.95 0.95 0.95 0.95
Mountain 0.93 0.93 0.93 0.93

Table 5
Aggregated model performance statistics for the LSM experiments concerning
the PET.

Geographical sub-regions Noah Noah-MP CLM4 RUC

MB
PET (°C) Total −1.22 −1.84 −1.66 −0.62

Coastal −0.56 −1.19 −0.94 −0.33
Inland −1.37 −2.05 −1.85 −0.59
Mountain −2.09 −2.61 −2.61 −1.17

MAE
PET (°C) Total 3.42 3.70 3.98 3.04

Coastal 3.26 3.46 3.64 3.02
Inland 3.27 3.59 3.75 2.80
Mountain 3.95 4.34 4.98 3.50

IOA
PET (°C) Total 0.94 0.94 0.93 0.95

Coastal 0.94 0.94 0.94 0.95
Inland 0.95 0.94 0.94 0.96
Mountain 0.93 0.92 0.91 0.94
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strong overestimation of the WS10 is evident mainly in the island re-
gions of Greece, in most of the high-altitude FYROM sites, and in the
west (mountain) part of Bulgaria, whereas the model underpredicts the
WS10 over Italy and Turkey. The local PBL scheme (MYJ) produces the
highest overestimations with mean biases reaching up to 3.4m/s
(Fig. 3b). On the other hand, the ACM2 PBL algorithm provides the best
results for the MB spanning from −1.9m/s to 2.6 m/s (Fig. 3c). These
findings are in agreement with the conclusion of Xie et al. (2012), ac-
cording to which the local schemes overpredict the WS10 more se-
verely. A factor that may contribute to the WS10 overestimation is a
possible underestimation of friction velocity, which is a parameter that
calculated by the surface-layer schemes (Kim et al., 2013; Shin and
Hong, 2011).

All experiments show a tendency to simulate drier near-surface
conditions compared to the observed ones in the majority of the ex-
amined locations (Fig. 4). However, the magnitude of the negative
biases is notably lower than that of the positive ones in all scenarios,
except in ACM2-Revised MM5 (Fig. 4c). The MYJ PBL scheme produces
the highest moist MBs, especially over Turkey (Fig. 4b), in contrast with
the ACM2 PBL option that reduces the VP2 overestimations sig-
nificantly (Fig. 4c). The latter PBL scheme underestimates the VP2 by
1.2–5 hPa and by 0.9–7.3 hPa in most regions of Greece and Italy, re-
spectively, and by 0.7 hPa to 4.5 hPa in parts of FYROM and Bulgaria.
These underestimations contribute to the overall negative MB reported
in Table 2 for the ACM2-Revised MM5 scenario. This finding supports
the above-described diagnosis indicated that the ACM2 PBL para-
meterization is characterized by strong vertical mixing compared to the
other PBL schemes. The strengthen ACM2 vertical mixing enhances the

upward surface fluxes and the entrainment of free-tropospheric air into
the mixing layer leading to a warmer and drier modeled near-surface
atmosphere.

3.1.2. Land surface modes
Table 3 highlights that the use of the RUC LSM reduces the T2

model errors remarkably. The RUC scenario underestimates the ob-
served temperatures regarding overall MB by 0.39 °C, whereas the
Noah-MP experiment produces the highest total MB of −1.54 °C. The
RUC MAEs are the lowest showing little variation for the different
geographical sub-regions, as they span from 1.89 °C (coastal) to 2.08 °C
(mountain). The Noah experiment yields the second best scores in terms
of MAE, whereas the CLM4 scenario results in the greatest T2 devia-
tions from the observations, which exceed 3 °C over the mountain areas
(MAE=3.19 °C). Small and probably insignificant differences are
found between the tested LSMs for the IOA, even though the RUC model
exhibits the highest IOA values (0.93 overall, Table 3).

The correlation coefficients for the 10-m wind speed are lower than
that for T2 varying in total from 0.64 (CLM4) to 0.68 (RUC; Table 3).
This reveals that the observed diurnal variation of the WS10 is not well
reproduced by the model. The CLM4 LSM exhibits the lowest MB
overall (0.06 m/s), even though it produces the highest total MAE
(1.78 m/s). This is because the CLM4 experiment slightly underpredicts
the WS10 in the lower terrain heights (coastal and inland), whereas it
produces the highest positive MB (MAE) of 0.41m/s (1.88 m/s) over
the mountain areas. A positive MB also occurs in the mountain regions
for the RUC experiment. However, the RUC LSM produces the lowest
WS10 underestimations over the coastal and inland locations (1.57m/s

Fig. 2. Spatial distribution of T2 MBs (°C) for the (a) YSU-MM5, (b) MYJ-Eta, (c) ACM2-Revised MM5 and (d) YSU-Revised MM5 numerical experiments.
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and 1.60m/s, respectively, regarding MAE). In the same areas, the
Noah LSM produces the second lowest MAEs, while it shows the
minimum deviations from the observations over the mountain sites
(MAE=1.66m/s; Table 3).

Concerning the 2-m vapor pressure, all experiments lack ability in
capturing the magnitude and phase of this variable, as in the case of the
PBL-SL scenarios. This is indicated by the total MAEs that are> 4.5 hPa
in all scenarios and the rather low indices of agreement ranging from
0.61 (Noah-MP and CLM4) to 0.64 (Noah) in overall (Table 3). Dry
biases are evident in the coastal and inland areas for all LSMs, except
CLM4 over the inland regions. Contrary, the WRF is biased moist in all
sensitivity experiments in the mountain sites. The RUC and CLM4
models exhibit the largest MAEs over the coastal (5.65 hPa) and inland
(4.54 hPa) areas, respectively. The highest VP2 overestimations over
the mountain regions in terms of MAE are found for the Noah-MP
(6.28 hPa) and CLM4 (6.89 hPa) experiments. The Noah LSM exhibits
the lowest VP2 deviations from the observations over the inland
(MAE=4.04 hPa) and mountain (MAE=4.72 hPa) stations (Table 3).

The above-mentioned marked minimization of the T2 model biases
(Table 3) by the use of the RUC LSM is also evident in Fig. 5.The
maximum cold MBs during the RUC experiment (Fig. 5d) reach up to
−3.3 °C, whereas the three other scenarios produce larger under-
estimations of T2 as high as −4.5 °C. Additionally, the highest T2 un-
derpredictions (> 3 °C) by the RUC LSM are limited mainly in the is-
land part of Greece, in contrast with the rest of the experiments that
show great negative MBs (> 4 °C) over more areas in the study region.
Thus, the RUC LSM is capable of capturing the magnitude and spatial
allocation of the abnormal high temperatures over the majority of the

stations in the southeast Mediterranean and BP. The T2 variability
between simulations with different land surface parameterizations is
dominated by the different LSM-induced sensible heat fluxes (Ma et al.,
2017; Zeng et al., 2011, 2015). Hence, the consistentcy between the
RUC-modeled and the observed temperatures is expected to arise from
the higher RUC-simulated sensible heat fluxes compared to the other
three LSM experiments. The examination of this hypothesis is presented
in Sec. 3.3.

Concerning the WS10, negative biases are occurred in most of the
domain sites, especially over Italy and Turkey (Fig. 6). The MB dis-
tribution pattern is quite similar for all experiments. However, a dif-
ferent magnitude of errors is evident. The range of the MBs varies from
−2.4 and – 2.6 m/s during the Noah scenario (Fig. 6a) and from −2.6
to – 3.2m/s in the RUC experiment (Fig. 6d). Thus, it seems that the
Noah LSM yields a slightly better performance in replicating the WS10,
even though the RUC LSM produced the lowest MB and MAE in overall
(Table 3). Overestimations of the 10-m wind speed are found primarily
in FYROM and in the west part of Bulgaria over locations with high
altitude. As already mentioned in Sec. 3.1.1, this could be partially
associated with the coarse grid resolution that is may not capable of
capturing the sub-grid terrain-induced wind patterns.

The VP2 MBs show a high spatial variation (Fig. 7). The RUC LSM
tends to underestimate the VP2 in the majority of the weather stations
in the study area, with the mean biases ranging from −8.5 hPa to
8.6 hPa (Fig. 7d). The rest of the LSMs produces mainly positive MBs
with CLM4 scenario exhibiting the largest VP2 overestimations that
reach up to nearly 10 hPa (Fig. 7c). The simulated VP2 in the lower
atmosphere is greatly affected by the vegetation and hydrology

Fig. 3. Spatial distribution of WS10 MBs (m/s) for the (a) YSU-MM5, (b) MYJ-Eta, (c) ACM2-Revised MM5, (d) and YSU-Revised MM5 numerical experiments.
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processes parameterized in the LSMs. These procedures, in turn, are
highly influenced by the LSM-induced moisture content in the ground
(Stéfanon et al., 2014). Hence, the overall dry conditions modeled by
the RUC LSM could be attributed to a possible underprediction of the
soil moisture. This would be in aggrement with the expected RUC-in-
duced high values of sensible heat fluxes because low soil moisture
leads to less evapotranspiration, which in turn results in the enhance-
ment (declination) of the sensible (latent) heating (Stéfanon et al.,
2014; Ma et al., 2017).

3.2. Evaluation of thermal bioclimate

3.2.1. PBL schemes
Table 4 shows that the observed PET values are underestimated by

the numerical simulations. This can be primarily attributed to the WRF
cold bias in simulating the 2-m air temperature (Table 2). The MAE
values show little variation between the YSU-MM5, YSU-Revised MM5
and ACM2-Revised MM5 experiments over all geographical sub-re-
gions, while no differences occur between all scenarios for the IOA in
overall. The model performs better over the coastal and inland regions
compared to the high-altitude locations, where the MAE can be as high
as 4.20 °C (MYJ-Eta; Table 4). In overall, all experiments, except MYJ-
Eta over the mountain areas, produce deviations from the observations
that are lower than the PET reference intervals (see supplementary
material Table S3). This means that the simulated PET may only be
wrong by one reference scale, as illustrated in the thermal bioclimate
diagram for the PBL-SL scenarios (Fig. 8).

As can be seen in Fig. 8, the observed PET values under extreme

heat stress conditions (PET>41 °C) reach up to 15% highlighting the
severe impact of HWs on the human thermal comfort conditions. The
model underestimates the class of PET>41 °C by approximately
4–4.5% during all scenarios. The frequencies of 29 °C < PET<41 °C
are slightly overestimated by the simulations, with the ACM2-Revised
MM5 experiment providing the lowest deviations from the observations
(~ 0.2% and ~ 1.3% for moderate and strong heat stress, respectively).
Slight heat stress conditions (23 °C < PET<29 °C) are also modeled
better in the same scenario underestimating the observed PET values by
~ 3.2%. PET values of “No thermal stress” class (18 °C < PET<23 °C)
are overestimated by ~ 1.6% during the MYJ-Eta scenario to ~ 2.4% in
the ACM2-Revised MM5 experiment. Low percentages of cool thermal
perception (8 °C < PET<18 °C) are found, even though the study
period refers to HW events. This is associated with the high-altitude
areas, where the temperature drops significantly in the nighttime
(Fig. 9c) resulting in slight (13 °C < PET<18 °C) and moderate
(8 °C < PET<13 °C) cold stress (Fig. 9). The model successfully cap-
tures the magnitude of the latter PET class in all sensitivity scenarios,
while it overestimates the observed frequency of 13 °C < PET<18 °C
with the ACM2-Revised MM5 experiment producing the lowest devia-
tions (~ 3.2%).

Fig. 9a, b show that the observed nighttime temperatures are above
25 °C in the majority of the studied HW days over the coastal and inland
regions. In the same areas, most of the observed daytime temperatures
are higher than 33 °C reaching up to 39 °C some days (Fig. 10a, b).
These features reveal the intensity of the examined HW episodes, which
is less pronounced in the mountain locations, especially during the
night (Fig. 9c). The high-temperature weather directly affects the mid-

Fig. 4. Spatial distribution of VP2 MBs (hPa) for the (a) YSU-MM5, (b) MYJ-Eta, (c) ACM2-Revised MM5, (d) and YSU-Revised MM5 numerical experiments.
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day human thermal comfort conditions, as the PET values exceed 35 °C
in most of the HW days over all geographical sub-regions (Fig. 10d-f)
denoting a marked heat stress level (i.e., strong and extreme heat stress
conditions). The inland areas (Fig. 10e) experience extreme heat stress
conditions (PET> 41 °C) more frequently than the coastal ones
(Fig. 10d) suggesting that the seaside wind patterns reduce the severe
PET values, as also reported in previous studies (Giannaros et al., 2015;
Matzarakis and Mayer, 1997). Particularly during HW events, the
greater temperatures over the land compared to the sea enhance the
sea-breeze circulations in the coastal regions (Stéfanon et al., 2014).
Thus, the lower daytime T2 values over the coastal sites (Fig. 10a) that
result to less extreme heat stress conditions (Fig. 10d) compared to the
inland locations (Fig. 10e) could be attributed to the advection of cool
marine air. In the nighttime, the thermal perception is notably lower
over all geographical sub-regions (Fig. 9d-f). No thermal stress condi-
tions (18 °C < PET<23 °C) are prevailing, while PET values between
8 °C and 18 °C (moderate/slight cold stress) are observed in the
mountain areas.

The model mostly underpredicts the observed daytime (Fig. 9) and
nighttime (Fig. 10) T2 and PET values in all sensitivity experi-
ments.These underestimations are more considerable over the inland
and mountain areas at 1200 UTC (Fig. 10b, c), whereas the degree of
them is lower in the same regions at the nighttime (Fig. 9b, c) and in the
coastal areas during both day and night (Figs. 10a and 9a). It is inter-
esting to see that the MYJ-Eta scenario shows the worst performance
under the stable (nocturnal; 0000 UTC) conditions (Fig. 9a-c), whereas
it produces the lowest deviations from the observations during the mid-
day convective environment (1200 UTC; Fig. 10a-c). This finding

indicates that greater LSM-calculated sensible heat fluxes are produced
in the day during the MYJ-Eta runs that contribute directly to the si-
mulation of higher daytime T2 values compared to the rest of the ex-
periments. Minor differences occur among the YSU- and ACM2-based
numerical scenarios during the day (Fig. 10), while the ACM2-Revised
MM5 experiment yields the closest to the observations results in the
night (Fig. 9). The Pearson correlation coefficients in Fig. 10 indicate
that the model simulates adequately the variation of the daytime T2
and PET values throughout the examined HW days over all altitudinal
classes. The same finding applies to the nighttime T2 and PET varia-
tions over the coastal and inland areas (Fig. 9a, b, d, e), whereas a lower
correspondence (R≤ 0.70) between the modeled and observed T2 and
PET values occurs over the mountain regions at 0000 UTC (Fig. 9c, f). In
overall, the T2 and PET are correlated well, as the two variables follow
the same fluctuations during both night (Fig. 9) and day (Fig. 10). This
points out that the near-surface air temperature has a significant in-
fluence on the PET, as Giannaros et al. (2015) also denoted.

3.2.2. Land surface models
The previously identified improvement of the model performance in

replicating the observed T2 values in the RUC scenario (Sec. 3.1.2) is
reflected in the cumulative PET statistical metrics for the LSM experi-
ments (Table 5). The RUC experiment produces the lowest MB
(−0.62 °C) and MAE (3.04 °C) in overall, as well as in all geographical
sub-regions. It also yields the highest IOA values, even though the
differences between the sensitivity experiments for this measure are
small and probably insignificant. The Noah LSM yields the second best
statistical scores in total and over all examined areas, whereas the

Fig. 5. Spatial distribution of T2 MBs (°C) for the (a) Noah, (b) Noah-MP, (c) CLM4, and (d) RUC numerical experiments.
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application of the Noah-MP and CLM4 LSMs results in the highest PET
underestimations in terms of overall MAE (3.70 °C and 3.98 °C, re-
spectively; Table 5), which surpass the PET reference intervals in the
mountain areas (> 4 °C).

Fig. 11 illustrates that the RUC scenario is capable of reproducing
successfully the exacerbated, due to the HWs, observed magnitude of
the human thermal discomfort. In particular, the RUC experiment
slightly underestimates the extreme heat stress conditions (PET>41
°C) by ~ 0.9%, while it captures nearly exactly the ~ 21% of the strong
heat stress PET values (35 °C < PET<41 °C). Moderate (29 °C <
PET<35 °C) and slight (23 °C < PET<29 °C) heat stress frequencies
are underestimated in the RUC experiment by ~ 0.2% and ~ 3.4%,
respectively. The CLM4 scenario also slightly underestimates the class
of PET> 41 °C (~ 1.1%) and deviates from the observed strong and
moderate heat stress conditions by less than ~ 1%. However, it pro-
duces the greatest underestimation (overestimation) of the observed
values of 23 °C < PET<29 °C (8 °C < PET<18 °C). This indicates
that the CLM4 LSM performs quite well in replicating the high daily
temperatures, but it fails to capture the HW-induced elevated tem-
peratures in the nighttime. The Noah and Noah-MP LSMs yield some-
what similar results for the PET values between 18 °C and 41 °C
(moderate cold stress to strong heat stress conditions), whereas the
Noah experiment shows a noticeably better performance in capturing
the observed strong cold (8 °C < PET<18 °C) and extreme heat
(PET>41 °C) stress conditions.

Fig. 12a-c confirm that the CLM4 LSM considerably underestimates
the nocturnal 2-m air temperatures, especially in the high-altitude re-
gions. This could be associated with the use of the USGS LULC data in

the CLM4 experiment. The USGS dataset is based on satellite data de-
rived from April 1992 to March 1993. Thus, they may not reflect the
actual LULC distribution in the study area leading to possible errors in
the simulation of the SEB that in turn result in the poor replication of
the nighttime T2 values by the CLM4 scenario. Following the T2 un-
derestimations during the night, the CLM4 experiment fails to capture
correctly the observed PET values at 0000 UTC (Fig. 12d-f). The Noah-
MP experiment also shows poor performance in simulating the mag-
nitude of the observed nocturnal T2 and PET values. On the other hand,
the RUC and Noah LSMs produce the most accurate nighttime T2 and
PET values over all altitudinal classes (Fig. 12). The RUC scenario also
yields the best T2 and PET results in overall at 1200 UTC, whereas the
CLM4 LSM overestimates the daytime SATs during a noticeable number
of the examined HW days, especially over the coastal regions. The Noah
and Noah-MP LSMs show the largest T2 and PET underestimations
during the day (Fig. 13). The lower R values occurred for T2 and PET in
the nighttime (Fig. 12) compared to the daytime (Fig. 13) point out a
moderate model performance in simulating the variations of both
variables during the night. Also, a lower correspondence between the
observed and modeled T2 and PET values is evident in the mountain
sites (Fig. 12c,f and 13c, f) compared to the coastal and inland stations
(Fig. 12a, b, d, e and 13 a, b, d, e). This indicates that the thermal
environment conditions are harder to simulated over complex-terrain
regions, probably because of the coarse horizontal grid resolution of the
model.

Fig. 6. Spatial distribution of MBs for WS10 (m/s) for (a) Noah, (b) Noah-MP, (c) CLM4, and (d) RUC numerical experiments.
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3.3. Interpretation of the modeled differences

The above-discussed results reveal that the examined WRF physics
lead to significant differences in the simulation of the HW-associated
meteorological and human thermal comfort conditions over the SE
Mediterranean and BP. Understanding the sources of these differences

requires investigating the impact of each tested physics on the modeled
surface energy fluxes and PBL height. The investigation is conducted for
the 24–27 June 2007 HW episode because the synoptic conditions of
this event are characteristic and favor the appearance of extreme hot
spells over the study area with the highest probability (Katsoulis and
Hatzianastassiou, 2005). Figs. S1-S2 (see supplementary material)

Fig. 7. Spatial distribution of VP2 MBs (hPa) for the (a) Noah, (b) Noah-MP, (c) CLM4, and (d) RUC numerical experiments.

Fig. 8. PET thermal bioclimate diagram from observed and WRF-modeled data (PBL-SL experiments).
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illustrate this synoptic circulation from the CFS reanalysis and WRF-
simulated data. The two patterns are in close agreement showing the
Azores sub-tropical high to be positioned over the Mediterranean with
an extended ridge towards the Balkans. At the same time, two cyclones
are present; one over the North Atlantic Ocean (the Icelandic low) and
one over eastern Russia. These features created a large-scale advection
of hot air from the north Africa to the southeast Mediterranean on the
24th of June (see supplementary material Figs. S1a-b). The next day the
low-pressure systems intensified, leading to the strengthening of the
anticyclonic circulation over the Mediterranean (see supplementary
material Figs. S1c-d), which in turn increased the adiabatic warming of
the underlying atmospheric levels. The combined effect of both
warming mechanisms persisted in the following days (26–27 June; see
supplementary material Figs. S2a-d) leading to positive anomalies that
surpassed 12 °C over Greece (Kotroni et al., 2011). As a result, the in-
tensity of the examined HW event was quite strong with persistent high
near-surface air temperatures that reached up to 40 °C over some re-
gions of the SE Mediterranean and Balkan Peninsula.

3.3.1. PBL schemes
Fig. 14 illustrates the simulated diurnal variation of the sensible

heat (SH) flux, latent heat (LH) flux, Bowen ratio (BR; i.e., the ratio of
SH to LH flux) and PBL height (PBLH) from the PBL-SL experiments,
averaged for 24–27 June 2009, over the coastal, inland and mountain

ground-based stations used in the present study.
As it was expected, the MYJ-Eta experiment simulates higher SH

flux values during the day, especially over the coastal and inland re-
gions (Fig. 14a, e) leading to greater heating of the overlaying atmo-
sphere near the surface (i.e., higher modeled daytime T2 values;
Fig. 10a-c). This is in agreement with the findings of other similar
studies (Hari Prasad et al., 2016; Hariprasad et al., 2014; Sathyanadh
et al., 2017; Xie et al., 2012) and it is attributed to the Eta SL scheme,
which produces a higher surface heat exchange coefficient than that
provided by the MM5 and Revised-MM5 SL parameterizations (Shin
and Hong, 2011; Xie et al., 2012). The MYJ-Eta experiment also ex-
hibits slightly greater negative values of SH over all geographical sub-
regions in the night (Fig. 14a, e, i). The negative sign means that the SH
fluxes are downward transporting heat from the atmosphere to the
surface. Thus, it would be expected that the MYJ-Eta scenario would
simulate also higher T2 values during the night. However, Fig. 9a-c in
Sec. 3.2.1 illustrated that the use of the MYJ-Eta PBL-SL scheme results
in the lowest nocturnal T2 values modeled by the WRF. This could be
related to the slightly higher LH fluxes generated by the MYJ-Eta ex-
periment in the night (Fig. 14b, f, k) that denote a marginally enhanced
nighttime evaporative cooling. This is also supported, by the less ne-
gative MYJ-Eta-modeled BR values during most of the nocturnal hours
(Fig. 14c, g, f), as small simulated BR values imply a shift to evapo-
transpiration in the modeled surface energy budget partitioning

Fig. 9. Observed and modeled (PBL-SL experiments) daily values of T2 (a-c) and PET (d-f) averaged over the Coastal (a, d), Inland (b, e), and Mountain (c, f) stations
at 0000 UTC. The light grey lines denote the classes of slight cold (8 °C < PET<13 °C), moderate cold (13 °C < PET<18 °C), no thermal (18 °C < PET<23 °C),
and slight heat (23 °C < PET<29 °C) stress conditions.

Fig. 10. Observed and modeled (PBL-SL experiments) daily values of T2 (a-c) and PET (d-f) averaged over the Coastal (a, d), Inland (b, e), and Mountain (c, f) stations
at 1200 UTC. The light grey lines denote the classes of slight heat (23 °C < PET<29 °C), moderate heat (29 °C < PET<35 °C), strong heat (35 °C < PET<41 °C),
and extreme heat (PET>41 °C) stress conditions.
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(Stéfanon et al., 2014). Beyond the SEB-associated processes, other
complex physical mechanisms that affect the simulated T2 changes
(e.g., advection) could contribute to the poor MYJ-Eta performance in
replicating the observed T2 values in the nighttime (Fig. 9a-c).

For the rest of the sensitivity scenarios, small differences occur for
the simulated SH and LH fluxes (Fig. 14a, b, e, f, i, k). In overall, the SH
fluxes decrease as the altitude increases from the coastal (Fig. 14a) to
inland (Fig. 14e) and mountain areas (Fig. 14i). This is because the
LULC in the high-altitude regions is dominated by natural vegetation
and forests, where the partitioning of the SEB is directed to the latent
heat fluxes (Fig. 14f, k). The larger LH fluxes over the mountain loca-
tions suggest the strengthening of evapotranspiration, which in turn
enhances the evaporative cooling and results in the lower modeled T2
and PET values in this areas (Fig. 9c) compared to those simulated over
the other geographical sub-regions. Further, it contributes to the moist
biases reported in the mountain regions for all PBL-SL schemes
(Table 2).

Concerning the PBLH, this variable increases with the terrain ele-
vation because it is proportional to altitude (Fig. 14d, h, m). It would be
expected that the higher SH fluxes in the MYJ-Eta experiment will re-
sult in higher PBL heights during the day. However, the ACM2-Revised
MM5 scenario yields the largest values of PBLHs over all geographical
sub-regions (Fig. 14d, h, m). Especially over the coastal areas, the

simulated PBLHs by the ACM2-Revised MM5 scenario are almost
double compared to those modeled by the rest of the experiments. This
highlights the stronger vertical mixing that speculated to be produced
by the ACM2 PBL algorithm (Sec. 3.1.1). The enhanced ACM2 vertical
mixing contributes to the efficient transport of warm and moist air from
the surface, while it strengthens the dry and hot air entrainment from
above the PBL. Hence, a warmer and drier near-surface atmospheric
conditions are modeled by the local ACM2-Revised MM5 experiment
compared to those simulated by the rest of the PBL-SL scenarios.

3.3.2. Land surface models
Fig. 15 presents the mean diurnal variation of the same quantities as

in Fig. 14, modeled by the LSM numerical experiments over the ex-
amined geographical regions.

The RUC LSM produces significantly larger values of SH over all
altitudinal classes compared to the other examined land surface para-
meterizations, which can be higher than ~ 200W/m2 during the day
(Fig. 15a, e, i). This contributes directly to the simulation of higher
daytime T2 values by the RUC scenario (Fig. 13a-c) that assist the
minimization of the cold T2 model errors during this experiment
(Table 3). Concerning the latent heat, the RUC LSM simulates very low
values during the day over the coastal areas (Fig. 15b, f, k). The eva-
potranspiration, expresses as LH, is strongly controlled by the ground

Fig. 11. PET thermal bioclimate diagram from observed and WRF-modeled data (LSM experiments).

Fig. 12. Observed and modeled (LSM experiments) daily values of T2 (a-c) and PET (d-f) averaged over the Coastal (a, d), Inland (b, e), and Mountain (c, f) stations at
0000 UTC. The light grey lines denote the classes of slight cold (8 °C < PET<13 °C), moderate cold (13 °C < PET<18 °C), no thermal (18 °C < PET<23 °C), and
slight heat (23 °C < PET<29 °C) stress conditions.
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moisture content, while the Bowen ratio can be an indicator of the soil
moisture availability (Stéfanon et al., 2014). Fig. 15c illustrates that the
BR exceeds the value of five over the coastal locations during the mid-
day and afternoon hours in the RUC scenario. This indicates very dry
conditions associated with soil moisture deficit (Stéfanon et al., 2014),
as speculated in the Sec. 3.1.2. Thus, this finding explains the high
coastal dry bias of the RUC LSM in Table 3. It is also associated with the
previous-mentioned enhanced sensible heating in the RUC experiment
and disputes the reliability of the RUC-simulated T2 because if the cold
T2 model biases are canceled out due to the soil moisture under-
estimation, then the RUC scenario provides the most accurate T2 results
for the wrong reason.

Regarding inland and mountain areas, the RUC BR (LH fluxes) takes
lower (higher) values in the day compare to the coastal sites, which are
close to those of CLM4 and Noah-MP experiments (Fig. 15g, l). This is
because these areas introduce natural vegetation LULC, as already
mentioned in the previous section (3.3.1). Especially for the high-alti-
tude regions, a significant peak in LH fluxes is present at 1300 UTC

reaching close to 400W/m2. This is attributed to the precipitation si-
mulated by the RUC experiment mainly over Bulgaria and Turkey (see
supplementary material Fig. S3). The accumulated precipitation be-
tween 0000 UTC and 1300 UTC on the last day of the examined HW
exceeds the 6mm over the northeast (west) part of Turkey (Bulgaria).
The occurrence of this phenomenon is associated with the synergy be-
tween the land surface and PBL processes, highlighting the importance
of the coupling of these procedures in the WRF model. In particular, the
greater SH fluxes lead to highly convective conditions that support the
growth of greater PBLHs in the day (Avolio et al., 2017; Madala et al.,
2015), as illustrated in Fig. 15d, h, m for the RUC scenario. The con-
vective atmosphere combined with possible upslope (i.e., anabatic)
winds in the complex terrain of the examined areas could trigger the
simulation of clouds and precipitation by the RUC LSM, as also high-
lighted by Stéfanon et al., 2014.

The CLM4 model generates the lowest values of SH in the night over
all geographical areas (Fig. 15a, e, i). This contributes to the poor
performance of the CLM4 scenario in replicating the observed 2-m air

Fig. 13. Observed and modeled (LSM experiments) daily values of T2 (a-c) and PET (d-f) averaged over the Coastal (a, d), Inland (b, e), and Mountain (c, f) stations at
1200 UTC. The light grey lines denote the classes of slight heat (23 °C < PET<29 °C), moderate heat (29 °C < PET<35 °C), strong heat (35 °C < PET<41 °C),
and extreme heat (PET>41 °C) stress conditions.

Fig. 14. Simulated mean diurnal variation of the sensible heat flux, (a, e, i), latent heat flux (b, f, k), Bowen ratio (c, g, l), and PBL height (d, h, m) by the PBL-SL
experiments over the Coastal (a-d), Inland (e-h), and Mountain (i-m) regions. Values are averaged for 24–27 June 2007.
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temperatures during the night (Fig. 12a-c) and is may associated with
the use of the outdated USGS LULC data in this experiment (see Sec.
3.2.2). On the other hand, the greatest nighttime downward SH fluxes
provided by the RUC LSM over all examined areas (Fig. 15a, e, i)
contribute to the simulation of more consistent with the observations
nighttime T2 values (Fig. 12a-c). Also, another contributing factor in
the coastal and inland regions could be the depletion of the nocturnal
evaporative cooling in the RUC LSM. This is demonstrated by the very
high values of the RUC-modeled BR in these areas that reach up to
absolute fifteen over the coastal sites (Fig. 15c). However, such extreme
BR values may be unrealistic supporting the possibility that the RUC
LSM underestimates significantly the soil moisture. The Noah-simulated
BR values also point out a limited evaporative cooling during the night,
in contrast with the Noah-MP experiment that yields much less negative
BR values denoting more evaporative cooling. This finding could par-
tially explain the higher (lower) nocturnal T2 values simulated by the
Noah (Noah-MP) LSM. Both Noah and Noah-MP scenarios exhibit lower
PBL heights during the day than that simulated by the RUC and CLM4
LSMs. This indicates a lower turbulent mixing in the lower atmosphere
that inhibits the convective heat transfer contributing to the poor per-
formance of the Noah and Noah-MP models in capturing the elevated
daytime T2 values (Fig. 13a,c). Another contributing factor for the
Noah experiment could be the high (low) LH fluxes (BR) that indicate
an enhanced daytime evaporative cooling.

4. Conclusions

The mesoscale NWP model WRF was utilized in the present study to
investigate the impact of the (a) surface-layer, (b) land surface and (c)
planetary boundary layer parameterizations on the short-term simula-
tions of heat wave episodes over the SE Mediterranean and Balkan
Peninsula. Four widely used PBL-SL schemes (i.e., YSU-MM5, MYJ-Eta,
ACM2-Revised MM5, YSU-Revised MM5) and LSMs (Noah, Noah-MP,
CLM4, RUC) were tested during 15 HW events (57 HW days) that
identified between 2004 and 2013. The model performance was eval-
uated focusing on near-surface atmospheric variables and particulary
on the 2-m air temperature. Additionally, a thermal bioclimate index
(i.e., PET) was used through the application of the RayMan model to
investigate the capability of the WRF model under the examined

parameterizations to reproduce the observed human thermal comfort
conditions.

The evaluation of the modeled results against observations showed
a cold model bias. The WRF model performed slightly better in re-
producing the observed T2 and PET values in the ACM2-Revised MM5
scenario compared to the other experiments. The comparison beteween
the modeled and observed nighttime and daytime temperatures re-
vealed that the same experiment produced the most accurate T2 results
during the nigth. However, the MYJ-Eta scenario yielded the lowest
deviations from the observed daytime temperatures. The RUC LSM
minimized remarkably the cold model bias and showed the best per-
formance in replicating the elevated temperatures during the day. This
contributed to the sufficient replicaton of the above 35% observed
strong and extreme heat stress conditions by the RUC scenario (~ 0.9%
deviation). The best results for the nighttime T2 were also provided by
the RUC model with the Noah LSM close second. The observed WS10
was primarily overestimated by the WRF model over the island and
mountain sites of the study area, whereas it was mostly underpredicted
over Italy and Turkey. In both cases, the application of the ACM2-
Revised MM5 PBL-SL scheme and Noah LSM led to the lowest WS10
biases. The WRF model lacked ability in replicating the magnitude and
phase of the VP2. In overall, the model simulated drier conditions over
the coastal and inland areas than the observed, whereas it showed moist
biases in the mountain regions. The moister biases were produced by
the local PBL scheme (MYJ) indicating a weaker vertical mixing com-
pared to the rest of the PBL parameterizations. On the other hand, the
RUC experiment exhibited the most significant dry biases that may
associated with a possible underestimation of the soil moisture in the
RUC LSM.

The above results revealed the substantial simulated differences
introduced by the examined WRF physics. To understand thoroughly
the sources of these differences, the mean diurnal variation of the
modeled surface fluxes and PBL height was investigated during the
severe HW event of June 2007. The conducted analysis provided va-
luable insight on the systematic effects of the PBL-SL schemes and LSMs
on the WRF-simulated HWs. More precisely, the application of the MYJ-
Eta PBL-SL parameterization leads to the simulation of greater sensible
heating compared to the other PBL-SL schemes due to the high surface
heat exchange coefficient provided by the Eta SL scheme (Xie et al.,

Fig. 15. Simulated mean diurnal variation of the sensible heat flux, (a, e, i), latent heat flux (b, f, k), Bowen ratio (c, g, l), and PBL height (d, h, m) by the LSM
experiments over the Coastal (a-d), Inland (e-h), and Mountain (i-m) regions. Values are averaged for 24–27 June 2007.
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2012; Shin and Hong, 2011). This contributes to the high MYJ-Eta-
modeled daytime T2 values that are close to the observations. The
ACM2 PBL algorithm produces significantly higher PBL heights com-
pared to rest of the tested PBL parameterizations reflecting the strong
vertical mixing generated in this scheme (García-Díez et al., 2013; Hu
et al., 2010). This contributes to the simulation of warm and dry near-
surface atmospheric conditions. Thus, the ACM2-Revised MM5 PBL-SL
scheme yields the most accurate T2 results over the entire study region,
whereas it exhibits low (significant) VP2 overestimations (under-
estimations) over the mountain (coastal and inland) areas. The CLM4
LSM results in the simulation of the lowest nighttime downward SH
fluxes. This contributes to the poor model performance in capturing the
observed high nocturnal T2 values and is may associated with the
employment of the outdated USGS LULC dataset in the CLM4 experi-
ment. The BR values produced by the Noah (Noah-MP) LSM denote that
the modeled evaporative cooling is limited (enhanced) during the night.
This contributes to the adequate (poor) representation of the observed
nighttime T2 values by the Noah (Noah-MP) scenario. Contrary, the
daytime evaporative cooling is strengthened in the Noah LSM con-
tributing to the simulation of low T2 values during the day, which
deviate significantly from the observations. The use of the RUC LSM
strengthens significantly the modeled sensible heat fluxes and Bowen
ratio contributing directly to the satisfactory replication of the observed
T2 and PET values. However, the enhanced sensible heating relative to
the latent heating is may related to the possible underprediction of soil
moisture, as indicated by the significant RUC-induced dry biases,
especially over the coastal sites. This would be in agreement with the
findings of previous studies over China (Ma et al., 2017; Zeng et al.,
2015), while it is worth mentioning that Stegehuis et al. (2015) found
significant biases in the RUC-simulated sensible and latent heat fluxes
over western Europe during the summer of 2003. Thus, the most ac-
curate T2 results provided by the RUC model in the present study may
arise from the wrong reason. A follow-up study could focus on the
validation of the WRF-simulated SEB components based on flux tower
filed measurements (e.g., FLUXNET; Baldocchi et al., 2001) and sa-
tellite-driven methodologies (e.g., Global Land Evaporation Amsterdam
Model – GLEAM; Martens et al., 2017; Miralles et al., 2011) to in-
vestigate the speculation mentioned above.

To sum up, the physical factors that primarily affect the mesoscale
short-term simulation of HWs with the use of the WRF model are the (a)
surface heat exchange coefficients provided by the SL schemes, (b)
surface energy budget partiotioning modeled by the LSMs and (c)
vertical mixing parameterized by the PBL algorithms. The identification
of these factors in the current study contributes to understanding better
the performance of the tested WRF physics during high-temperature
weather events. It is also very meaningful in the efforts to adapt
properly and improve the model configuration for forecasting HWs and
their impact on the human thermal comfort conditions accurately. This
is of great importance for the examined area of the southeast
Mediterranean and Balkan Peninsula, which is one of the most vul-
nerable regions regarding heat-related climate change impacts.

Appendix A. Supplementary data

Supplementary data to this article can be found online at https://
doi.org/10.1016/j.atmosres.2018.11.015.
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